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Abstract

Myanmar is written without necessarily
pausing between words with spaces. It is therefore
non-trivial to segment sentences into words. Word
tokenizing plays a vital role in most Natural
Language Processing applications such as
Summarization, Information Retrieval, Machine
Translation, Text Categorization, and so on. In
this paper we describe our initial attempts at word
segmentation in Myanmar. We exploit lists of stop
words and n-grams at syllable level to build a
word hypothesizer. We have achieved about 65%
accuracy in word hypothesis. We have built a
manually checked word list of nearly 100,000
words in Myanmar.

1. Introduction

Myanmar language is similar to other
Asian languages including Indian languages,
Chinese, Japanese and Thai. According to history,
Myanmar script has originated from Brahmi script
which flourished in India from about 500 B.C. to
over 300 A.D [11].

In Myanmar script, sentences are clearly
delimited by a sentence boundary marker but
words are not always delimited by spaces.
Although there is a general tendency to insert
spaces between phrases, inserting spaces is more
of a convenience rather than a rule. Spaces may
sometimes be inserted between words and even
between a root word and the associated post-
position. In fact in the past spaces were rarely
used. Segmenting sentences into words is
therefore a challenging task. We show below an
example of a sentence being segmented into
words:

G(\)G(YJ’.)E:G(\DO)$.3)é(7ﬂ$3%661:3903(56(mé:3)éll

G(\)G(YJOE:G(\DOD$. (‘qjs:%Gq: G(T)Oé:

le kaung: le than. kyan: ma ye: kaung:

fresh air health good
N N Adj

In this paper we describe our initial
attempts at segmenting Myanmar sentences into
words. After a brief discussion of the corpus
collection and pre-processing phases, we describe
two approaches to segmentation, one based on a
list of stop words and the other using n-grams of
syllables.

Since dictionaries and other lexical
resources are not yet widely available in
electronic form for Myanmar language, we will
not be able to exploit stored word lists. On the
other hand, our work here can in fact lead to
preparation of electronic word lists, dictionaries
and other lexical resources. We now have a
collection of nearly 100,000 inflected words.
These words have been manually checked.
Further work is on.

Development of electronic dictionaries
will facilitate Natural Language Processing tasks
such as Spell Checking, Machine Translation,
Automatic Text summarization, Information
Extraction, Automatic Text Categorization, and
Information Retrieval and so on [2]. Further, we
will be able to develop thesauri, word-nets,
annotated corpora, morphological analyzers etc.

2. Preprocessing

Development of lexical resources is a
very tedious and time consuming task and purely
manual approaches are too slow. We have
downloaded Myanmar texts from various websites
including news sites and on-line magazines. As of
now, our corpus includes more than 75000
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sentences. The downloaded corpora need to be
cleaned up to remove hypertext markup etc. We
have developed the necessary scripts in Perl. Also,
different sites use different font formats and
character encoding standards are not yet widely
followed. We have mapped these various formats
into the standard Win Innwa font format. We have
stored the cleaned up texts in ASCII format. This
will enable processing in environments where
Unicode is not yet supported. It is easy to switch
to Unicode where required.

3. Stop Word Removal

Preliminary studies suggested that
Myanmar sentences can be tokenized by
eliminating stop words. Hopple [6] also notices
that particles ending phrases can be removed to
recognize words in a sentence. Stop words are
defined as non-information-bearing words. They
form closed classes and hence can be listed. Stop
words include prepositions/post-positions,
conjunctions, particles, inflections etc. These
words appear so frequently that their usefulness is
limited. In Information Retrieval, for example,
search engines ignore stop words at the time of
searching a key phrase. In Information Extraction
and Text Summarization also, stop words are
pushed aside and treated as irrelevant information,
in order to extract the most relevant and important
information.

We have collected stop words by
analyzing official newspapers, Myanmar grammar
text books and CD versions of English-English-
Myanmar (Student’s Dictionary) [7], English-
Myanmar Dictionary [8], and The Khit Thit
English-Myanmar dictionary [4]. We have also
looked at stop word lists in English [13] and
mapped them to equivalent stop words in
Myanmar. See Table 4. As of now, our stop words
list contains about 1216 entries. Stop words can
be prefixes of other stop words leading to
ambiguities. Usually, the longest matching stop
word is the right choice.

Below are some example sentences
where we show this longest matching stop word
recognition leading to correct word segmentation.
In each case, we show the original sentence,
segmented words, roman transliteration and gloss
in English. In our work here we have removed

spaces before processing since spaces are not
dependable.

1 8C:08:qoq:dq0 (0 233eeg005q00S
o (‘. < . O. o2 N
QC:08:3:07):59 PCyIM
waing: win: chi: kyu: khan ya a nay khak
(received compliments) (abashed)
Vpp Vpast
) eompé:aSs0 ep(03:00pS B[ 81005903 005595
. wé
empE:apSaoep(03: »[m6:005¢ 005595

kyaung: ao_p hsa ya a kyan: phak mhu sak sop

kyi:
The headmaster violence abhors
Nsubj Nobj Vpresent

4. Collecting words
Ngrams

using Text::

As we keep analyzing texts, we can
identify some words that can appear
independently without combining with other
words or suffixes. We build a list of such valid
words and we keep adding new valid words as we
progress through our segmentation process,
gradually developing larger and larger lists of
valid words. This list of known words can be
made use of for hypothesizing candidate words as
we go along.

Myanmar language wuses a syllabic
writing system [2] unlike English and many other
western languages which use an alphabetic
writing system. Interestingly, almost every
syllable has a meaning in Myanmar language.
This can also be seen from the work of Hopple
[6].

Myanmar Natural Language Processing
Group has listed 1894 syllables that can appear in
Myanmar texts. We have observed that there are
some more syllables, especially in foreign words
including Pali and Sanskrit words which are
widely used in Myanmar. We have collected other
possible  syllables using Myanmar-English
dictionary [5]. Now we have over 2000 syllables
in our list.

We have developed scripts in Perl to
syllabify words using our list of syllables and then
generate n-gram statistics using Text::Ngrams



which is developed by Vlado Keselj [12]. It is a
very fast program and it took only 5 minutes on a
desktop PC in order to process 3.5M bytes of
Myanmar text file. We have used “—type=word”
option treating syllables as words. We had to
modify this program a bit since Myanmar uses
zero (as “(o) wa ” letter) and the other special
characters ( «,”, “<”, “>7, “” “&”, “[”, “]” etc.)
which were being ignored in the original
Text::Ngrams software.

We collect all possible n-grams of
syllables upto 5-grams. Table 1 shows some
words which are collected through n-gram
analysis. Almost all monograms are meaningful
words. Many bi-grams are also valid words and as
we move towards longer n-grams, we generally
get less and less number of valid words. See Table
2. Further, frequency of occurrence of these n-
grams is a useful clue. Techniques such as mutual
information and maximum entropy can be used to
hypothesize possible words. Manual checking is
essential to finally choose valid words. Words
already recognized can be used to hypothesize
more words. For example, if one part of a
sequence is an already known word, the other part
is a candidate word. Length statistics will be a
useful hint and many researchers have used
longest string matching [9, 10]. Here we have
used a combination of some of these ideas to
prepare an initial list of valid words. See Table 5.
So far nearly 100,000 valid words have been
identified. With this in background, it is now
possible to apply machine learning techniques to
develop an intelligent word hypothesizer. Further
work is on.

There are lots of valid words which are
not described in published dictionaries. The
entries of words in the Myanmar-English
dictionary which is produced by the Department
of the Mpyanmar Language Commission are
mainly words of the common Myanmar
vocabulary. Most of the compound words have
been omitted in the dictionary [5]. This can be
seen in the preface and guide to the dictionary of the
Myanmar-English dictionary produced by Department
of the Myanmar Language Commission, Ministry of
Education. 4-syllables words like “og[:og[:ao$:ao$:”
(strange),  “‘oqioniodo3”  (outstanding)  and
“oqiogifeoifeo:”  (different) are not listed in
dictionary although we usually use those words in

every day life. Statistical construction of machine
readable dictionaries has many advantages. New
words which appear from time to time such as
internet, names of medicines, can also be
detected. Compounds words also can also be seen.

Table 1. Example of collected Ngrams

Bigram(two |3-grams(three|  4-grams(four
syllables) syllables) syllables)
0§00p5 ol:a§ coScoS[oB:(03:
0§03 0§10 sl:sl:aS:aS:
0§03: colad comeomionciond
0§00 e3léad §6§620052005
0§38 0§:08 §6§60000
o§s0l: cgog Q05056
0§2002 cg,9§% S 00:00
0434 s00¢0} 84.8§.00100
0§805 c9:98 05:05:00:00
m§eont: ccooliod qigp:e0: 00
méeq c0059§ 2052005200000
3G | aoer | B
oigh | aer | obeioqcors
oheor | 48ed | whedle
m&:8é: [code4 aqjoSoqude(ooe(on
Bnd: ccooliod 601601505405
030505 00594 i A CRACR)
With  this technique, morphological

structure of words also can be analyzed. See in
Table 3. The above-mentioned three and four-
syllable words are adverbs derived from the verbs

[JELIIET3 N9

“og[:ao§: 5 OQiD ,and “ogz:@o:”.

Statistical dictionaries can be updated
much more easily than published printed
dictionaries, which need more time, cost and man
power to bring out a fresh edition. Common
names such as names of persons, cities,
committees etc. can be also mined.



Table 2. Words and Syllable Structure

No.of | o of Since words are not uniformly delimited by
Syllable| i Examples spaces in Myanmar script, segmenting sentences
5 - into words is an important task in NLP. In this
| 2095 oo paper we have described the need and possible
Good (Adj) techniques for segmentation in Myanmar script. In
85 particular, we have used a combination of stop
2 49825 word removal and syllable level n-grams to
Butterfly, Soul (N) hypothesize valid words with about 65%
3 12147 oréieclod accuracy. Necessary scripts have been written in
Window (N) Perl. Manual checking is then performed to build
BaSogSioqodons lists of valid words. We have. colle(.:ted about
4 10541 _ 100,000 words for Myanmar including closed
Domestic Product (N) class words. We have used fairly simple and
ogI60d006E:a3: intuitive methods to build our initial data but now
> 6242 Rice Cooker(N) we can in fact use more powerful statistical and
machine learning techniques to improve the
6 3314 P performance of word hypothesizer and build
Nurse(female) (N) larger and more comprehensive dictionaries and
QUGv30p0g ¢ other lexical resources. We have mentioned the
7 1545 Physicist (N) advantages of statistical methods and highlighted
- }: — further work that can now be taken up. We hope
3 726 Babecooteliendécen’ this work will help to accelerate work in
Union_of Myanmar (N) Myanmar language and larger lexical resources
o1 23 0der0mqSimBsgp: will be developed soon.
K Natural_Resources (N)
10 1137 GGPOO)@G)O(Y&J§.GOTGS:D
Irrawady Delta Region (N)
Table 3. Morphological Analysis of Myanmar
A .
L-syllabe | DOSOITAT | Clnoum= ) Dlnegadve)™) - E (noun)=
2003 »"+A o FA+ “op: A+
word
G(Y)’.)é: Gmoé:ooé SQGO’)’.)E: QGO')OE:UR: G(mé:ﬁ
good good good not good good deeds
&3: &3:338? SQ&%: 981%:3&: &3:?
bad bad bad not bad bad deeds
GSpé: GSPE:Q)EQ SQGSPE: QGSPE:OR: GSpé:ﬁ
sell sell sale Not sell Sale
GSl: GSl::Dé SQGSF QGSFUR: GSl:Sf
write write writing Not write writing
GE:Y.) GE:Y.):DEQ SQGE:Y.) QGEDOR: GE:Y.)S?
talk talk talk Not talk talk,talking

5. Conclusion and Further Work




Table 4. English Stop Words Vs Myanmar Stops Words

English | Myanmar

Prepositions and adverbs

ab()Ve, am()ng SQGOTI SQ§O’SI S?@O)(S:I soogé:ogéle@ogl
always, between, before, beside, down, inside, | ©03¢81a)m[0S1  eaoadenr  Fwadeoi »oSeonpg)l

never, often, quite, while, with

3 [N S < < < <
QE:(Y)’.)GGDI [zlepnl~lepal~lab} IOBOacl §Q@ORI §9| ?(.:O)(Tg

Nominative personal pronouns

I, you, he, she, it, we, you, they

OBJ:?GO)’.)I Oal§9l C’]I (‘Q.IOI (QJ§O| (Y.HG§OI (Y.HQI O.RI O.RQI
CX?U)OI CX?SQGPI QWSQSPI CX?I C‘C Hi OBJ:?GO)OO? |
qgecdclad oydads ogdded oqegdel oqedy.l
:DCI 33CO?I§CO?I9CI9CO?IQRO?

Nominative personal pronouns

I, you, he, she, it, we, you, they

OBJ§GO)OI Oal§9l C’]I (‘QJOI (78J§0| (Y.HG§OI (Y.HQI O.RI O.RQI
CX?U)OI CX?SQSPI Qﬁsaspl CX?I C‘C Hi OBJ§GO)OO? |
gi§ect.iclodl oqde.i ogada} oqesdeq.i oedy.
& ooéo%J §éo$,| oCil eé:oﬁj :xio%

Accusative personal pronouns

me, you, him, her, it, us, you, them ogl§eordmon  agi§e00d03l  ogIse03l  cladi  ogdod
S . spocks Beoapeh o8 i
BB 0SB oSiBB BB oSS
il h

Reflexive personal pronouns

myself, yourself, himself, herself, itself, | 88030503EI  88om0a001  ©Ci030503EI 630902001

ourselves, yourselves, themselves, oneself 681030305031 €103 9002001 23050503¢!
0%03 oél QRG(Y?(XSO%C(\l Qig)’)wol QR'(Y?(XS(ﬁl
oBoSoSu3c31 88030Sc81 cSi08! chmapod

Relative pronouns

That

< < N
:Dgl Ggl 0

Possessive pronouns and adjectives

my , your, his, her, its, our, your, their,
mine, yours, his, hers, ours, yours, theirs

aRI§08N | agj§e0rdeN | og§eEl | oqjesdel | oqjee |

Qe 1 9968l | BIepel | 0GuoeN | 7RI§503 &N i

clo3 &1 og1§600503 &l | agi§605 81 I oqjegd0d &N |
medd el el 03 @i olia i 6é:0d @i 2303801
RI§ 6075001 oajfﬁ;ewm (‘qJGs?'SGﬁU)OI Qevl g LI
oieoom ogﬁ.oo? [Co5]] (‘fgﬁcooo 03,001 0q[e0d, WOI

:DCO? (6a0]] QC O?U)OI QRO?U.Y.)

Demonstrative pronouns and adjectives

this, that, these, those

Qﬁsacpl GU.Y.)S’]I GU.Y.)SI CX$SQGPI qé:sospl LDE:?)SPI

a3l o%ooo

Indefinite pronouns and adjectives

some , any, no, none, other, another, every, all,
others, each, whole, both, neither, someone,
somebody, something, anyone, anybody,
anything, nobody, nothing,

everyone, everybody, everything

saq°“_| ooq%?rin sooocﬁea& v)o.%sospea& s'aa)ogeécoom
sa@él sospspof%éu o%:oégp ODQSG(\)’.)(YSQ&ZOEI o
sac\qlé:eo?o& eéwé§é:§<§9_]e@o§mc\mé:e§lcwm
so@o:@écwm :39@0 G000l so@o HeoLEY so@o:méewoc&
sooc\? Hi sospspo?c Hl 39<7?§0.? Hl s'ao.'? q'?| sacpao:ne Hi
o;o?m 3225:082 oooe e 3 mo?q| c‘qwoo?ooglcqwm

O)ée ol ODG(A)O(‘DOI O)O?OI 39(7?§I SQ[:ESQQ?I O?O?I
§§?C\?I §OGM(YDC\?I ?O:D(T)(\?I ODO?ODOGPI OD?CD?I

O)OGPO)Q?I ODQQ?ODOGQDO(T)I O)OG‘.DO(DGQ)O(DI

QEO.RQGI?I O)Oaj@ﬂl (\RO?C H (\RCD(YJOI GQ:DQDGQGPQIGﬂ




Conjunctions

and, or, but, because, if, as, such 861 [Biogi€  gSieg0051 2§ 60051 2§ 00p51009051

23,6005091¢1 3leeodi [gdeor o3 comngl slevedd
sleodr  gmdolt  eadegél  mauSe(azoéadend
caoe[moél o6 §)1 pimagade(né oyl clool
dnoSq)l  eod[Coic0pds  comop  §pSiopl  G0d!
ByeSogger B gfodoufign ool cored,

a)|q)! Pe00005a31 afjgjeco0dt ofjadal.i sl aneop!

Questions

how, who, why, what, where, whose, when, B2PCSFH,| ©p50393, 0p520p3§p526¢ 1

whom, which opSopdspd:(sS  epSo  muScladi 2§ coepd!
T O TRt TR I S Yot o
BdDoSgecoond  modecoondl  epdagl  madxyl
opSopdme(nicloné!  omaRads .l ooe(3é!
opSopdmazade(mod »ooSe0¢  epSpd

C’)O(\SIG’):’)OSG’)ST.’M?EQ:I eéwémq&fmwogcx?spog&
0p02op0egepopSl  opdoopiesepay.l  ovuSegepal.
O)QSG§SP?OI ODQSQRG\SI eéooésospcﬁl eéooésoaﬂl
O)OSSQG%;I O’)QSSQQ’]I eéwémaﬁl :YDQSGO’)?I Géai(ﬁl

ODOSO.R'O%I Bé:)i@éo']l e&gw&f)msp

Other (pronouns, prepositions)

c_0 < < < < < < < < < [
however, ~whoever, whatever, wherever, | 9p593,0E[e8e01 epSeg epdy|sdeor opSoplspdigtess!
whenever, whomever »05cd0(eded1 epSageadl mudogeadl doduSogesd

eéwésaspea& U)O@é@él eéwée’asp@é@&
eéwésaqaéea$| eéwéc§spea§’| 0003396’]9&$I

ODQSSQG%;G&% O’)QSGQQ'] @5@0& 3')qoj$399'] ecq:!

Table 5. Segmentation: Input and output

1 o$:g ‘ogéc\ioaéewoﬁé’]qwé
o°:[§ 06035 o) 005 %’]G:?:Dé
2 S:cg(ﬁm:o'?:wésoe@éoéogé@é%éwé
8:(73(‘/3 @0109: ::oec :-racﬁné 06033 @égéwé
3 q°]$ °qlo§eo$§8:xicsp0§mooaé
sﬂé:a@en(ﬁ 90358 3} GEPOICOO0RD
4 ccq]oé:qoémcg@smﬁo]w§owc@:§$oém:mm:@§wé
eaq_]oé:c§ oém ogﬁeoo/_g o’]:m?o ¢ c@:§$o§ 32010000t @éwé
5 aicwoézogﬂéggoogmogwé
) coooé:ogsﬂe ) oovgooog::oec
6 cmoé:méogéw(ﬁm‘%‘a.wésm:cﬁé:wo&oé;@éc‘?wé
eomnéiand ogé 330'300$, :Dé GOOIRCE oag_ggo% @§c§wé
7 mm:§é:sao°?o§:Dogc?ogooo:coaooé:mé:eﬂo:cﬁcx$<73§o@qeé
mm:§é: 3903(73 ooovg?ovgooo:sooo oé:mé:eﬂo: <*r$ o$cyg§o @qeé
8 8:33050)8@;5{3(73:\)0%%03éaocaooéaoé:?o&ao@::oqcﬁemﬁ ewoéoﬂ(ﬁﬁwé
8:3003008{3. ccp(rgcooacﬂ‘%ogé 39:;90005395: e 8 :9@:330:“& 6OI3600n¢E a:umc fg’]wé
9 oicﬁ oogm:aoéoa&}qosoaﬂmm|s§spesw§§coq]3m$wé
aicﬁ oo%oo:aoéwé(e ¢ ;@sl oo | G§ePE3 0 §\<§ ccqrgoo‘%:né
10 qeﬁc@oé:ﬁogogo:wé

one %G@Oé:(‘f? agogozooé

Observe that we can obtain new words (Eg. “oodentsowodd’see item 9). “=msl oo™ is over
segmentation and showing that it should be included in dictionary. In item 10, because of longest word
matching, the program incorrectly segments (he,“s3”) to ( she, o3¢ ™). The negative sentence turns to
positive.
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